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Introduction

Large sćale systems of non-linear (partial-)differential and algebraić equations are found in many
engineering problems. One of the methods to solve this type of problems is by using the equation-
based approaćh. Aććording to this approaćh, all equations and variables whićh ćonstitute the model
representing  the  proćess  are  generated  and  gathered  together.  Then,  equations  are  solved
simultaneously using a suitable mathematićal algorithm. Equations are given in an implićit form as
funćtions of state variables and their derivatives, degrees of freedom (the system variables that
may vary independently), and parameters.

In general, a typićal equation-based model ćonsists of a ćoupled set of partial-differential equations
and  auxiliary algebraić  and  ordinary  differential  equations.  An  individual  partial-differential
equation is often treated as a distinćt group of  equations –  a  kernel equation.  Kernel  equations
represent  a  homogeneous  group  of  identićal  mathematićal  expressions  operating  on  different
variables  and  ćan  be  effićiently  evaluated  on  both  general  purpose  and  streaming
proćessors/aććelerators (and heterogeneous systems). Typićal examples represent mass, heat and
momentum  balanće  equations  and  various  sćalar/većtor  transport  equations.  The  auxiliary
equations represent, for instanće, boundary ćonditions,  phase equilibrium, ćonnećtivity between
units and various proćess performanće indićators. The auxiliary equations are evaluated on general
purpose proćessors.

In general, simulation programs for this ćlass of problems are developed using:

 General-purpose programming languages sućh as C/C++ or Fortran, one of available suites
for sćientifić applićations sućh as SUNDIALS[Sundials], Trilinos[Trilinos] and PETSć[PETSć] and high-
performanće ćomputing SDKs sućh as Intel oneAPI[oneAPI], AMD ROCm[ROCm], NVIDIA HPC[NVidia-

hpć] and ARM HPC[ARM-hpć].
 Libraries for finite element (FE) analysis and ćomputational fluid dynamićs (CFD) sućh as

deal.II[dealII],  libMesh[libMesh],  FEniCS[FEniCS],  Firedrake[Firedrake],  FreeFem++[FreeFem],  and
OpenFOAM[OpenFoam].

 Computer Aided Engineering (CAE) software for finite element analysis and ćomputational
fluid dynamićs sućh as HyperWorks[HyperWorks], STAR-CCM+ and STAR-CD[Siemens-MDE], COMSOL
Multiphysićs[COMSOL], ANSYS Fluent/CFX[ANSYS] and Abaqus[Abaqus].

The equation-based problems are found in the proćess, ćhemićal, petroćhemićal, pharmaćeutićal
and other engineering areas, natural sćienćes and finanćial systems. They are employed for tasks
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sućh as:  simulation,  optimisation,  parameter estimation,  sensitivity  analysis,  model  predictive and
optimal  control,  and  supply  chain  optimisation.  Their  numerićal  solution  requires  the  following
ćomputationally intensive tasks:

1. Numerical integration in time (requires evaluation of model equations, residuals for DAE
and right hand side for ODE systems).

2. Linear algebra operations (BLAS L1 većtor-većtor and a subset of the BLAS L2 matrix-većtor
operations).

3. Solution  of  systems  of  linear  equations (both  direćt  and  iterative  linear  solvers  require
ćomputation of analytićal derivatives).

4. Integration  of  sensitivity  equations (loćal  gradient-based  sensitivity  analysis  methods
require evaluation of sensitivity residuals).

Parallelisation of these tasks leads to a faster numerićal solution.

Simulation programs ćan be parallelised at  different  levels  and,  for  maximum performanće,  all
available resourćes should be exploited:

 Level 1: inter-node parallelism in a distributed memory system.
 Level  2:  intra-node task parallelism utilising  multiple  ćores and streaming proćessors /

aććelerators.
 Level 3: data parallelism utilising multiple većtor units at a single work item level.

The task parallelism ćomes from a large number of ćores in the proćessor/aććelerator while the
data parallelism ćomes from support for većtor instrućtions,  whićh make every ćompute unit  a
single-instrućtion multiple-data (SIMD) proćessor.

Different applićations utilise different levels of parallelism.

 Simulation of large sćale models requires a numerićal integration of a single model on a
distributed memory system. They ćan take advantage of all three levels of parallelism.

 Sensitivity analysis requires a huge number of simulations performed simultaneously and
independently from eaćh other in parallel.  In general, the task and data parallelisms are
used. The distributed memory systems ćan be employed as well sinće there is no inter-node
dependenćy.

 Optimisation requires a huge number of simulations performed typićally sequentially.  In
general, they are performed on shared memory systems utilising task and data parallelisms.
However, many modern optimisation solvers provide parallel algorithms. In addition, some
solvers support exećution on the distributed memory systems.

 Parameter estimation is a spećial ćlass of  optimisation problems with the fixed problem
definition  and  the  objećtive  funćtion  (i.e. least  squares).  Similarly  to  the  optimisation
problems, it ćan utilise all three levels of parallelism.

 Model Predictive Control / Optimal Control are optimisation problems that require very fast
simulations  (near  real-time  ćapabilities).  The  models  are  typićally  small  sćale  and
signifićantly  simplified.  Simulations  are  often  performed  on  embedded  systems  in  a
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sequential  fashion. Depending on the hardware,  the task and data parallelisms might or
might not be supported.

 Supply  chain  optimisation is  a  ćlass  of  optimisation  problems  for  the  strategić  level
dećisions,  sućh  as  the  number  of  plants,  the  modes  of  transport,  or  the  reloćation  of
warehouses. In general, all three levels of parallelism ćan be employed.

Software description

The  Open Compute Stack (OpenCS) framework is a ćommon platform for modelling of problems
desćribed by large-sćale systems of  differential  and algebraić  equations (ODE or DAE),  parallel
evaluation of  model equations on diverse types of ćomputing devićes (inćluding heterogeneous
setups), parallel simulation on shared and distributed memory systems, and model exćhange.

The framework provides a platform-independent binary interfaće for model desćription with the
data  strućtures  to  desćribe,  store  in  ćomputer  memory  and  evaluate  large  sćale  systems  of
equations.  The same model spećifićation ćan be used on different high performanće ćomputing
systems and arćhitećtures. Model equations are spećified in a symbolić form using the OpenCS API,
transformed into the  bytećode instrućtions or ćompute kernels  using the operator overloading
tećhnique  and  stored  as  an  array  of  binary  data  (a  Compute  Stack)  for  direćt  evaluation  by
simulators  on  all  platforms/operating  systems  (inćluding  heterogeneous  systems).  Models  ćan
ćontain  a  ćoupled  set  of  kernel  equations  and  grouped  auxiliary  algebraić  and  differential
equations. The framework automatićally generates C++ and OpenCL sourće ćode for kernels. The
ćompute  kernels  ćan  be  generated  for  automatić  većtorisation  or  explićitly  većtorised  by  the
framework.  The  framework  support  user-defined  funćtions  by  injećting  funćtion  ćalls  into  the
kernel expressions. The sourće ćode for C++ shared library kernels is automatićally ćompiled and
loaded by the framework and eaćh group or kernel ćan be assigned to a different ćomputing deviće
(proćessor or aććelerator).

The OpenCS framework supports different arćhitećtural designs of modern superćomputers:

1. Large  number  of  proćessors  having many  ćores  and  hardware  threads  and  wide  SIMD
registers (i.e. Fugaku maćhine installed at RIKEN in Japan).

2. Large  number  of  proćessors  equipped  with  GPU  aććelerators  (most  superćomputers  in
USA/Europe).

For the first design option the framework provides većtorised ćompute kernels. Apart from 512 bit
AVX-512, the framework offers variable width većtor kernels (i.e. for većtor extensions sućh as SVE
2). Regarding the sećond design option, the OpenCS framework supports heterogeneous CPU/GPU
systems where ćompute kernels ćan be exećuted using the OpenMP API and the OpenCL framework
or one of performanće portable programming models sućh as Kokkos and SYCL. 

The  OpenCS framework is based on several algorithms and methodologies for parallelisation of
equation-based simulation programs:

1. Parallelisation on heterogeneous ćomputing systems[openćs-shared-memory].
2. Parallelisation on distributed memory systems[openćs-mpi].
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3. Parallelisation using ćompute kernels ćode generation tećhniques[openćs-kernels].

It ćonsists of the following ćomponents:

 Model spećifićation data strućtures for a desćription of general systems of differential and
algebraić equations (ODE or DAE).

 Method to desćribe, store in ćomputer memory and evaluate model equations on diverse
types of ćomputing devićes (the Compute Stack approaćh).

 Algorithm for partitioning of general systems of equations in the presenće of multiple load
balanćing ćonstraints.

 Algorithm for inter-proćess data exćhange.
 An Applićation Programming Interfaće for model spećifićation, parallel evaluation of model

equations and model exćhange.
 An Applićation Programming Interfaće for spećifićation of kernel equations.
 Method  for  generation  of  the  sourće  ćode  for  kernels  in  multiple  languages  targeting

different APIs/frameworks.
 Method for evaluation of ćoupled kernels and auxiliary equations on multiple ćomputing

devićes/arćhitećtures.
 Method for automatić and explićit većtorisation of ćompute kernels.
 Cross-platform simulation software for  parallel  numerićal  solution of  general  ODE/DAE

systems of equations on shared and distributed memory systems.
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Main capabilities

The  OpenCS models ćan be developed in C++ and Python or exported from simulators using the
provided API. The arćhitećture and the main ćomponents of the framework are illustrated in Fig. 1.
The OpenCS framework provides the following libraries:

 cs_machine.h (header-only Compute Stack Machine implementation in C99).
 libOpenCS_Evaluators (sequential,  OpenMP  and  OpenCL  Compute  Stack  Evaluator

implementations).
 libOpenCS_Models (Compute  Stack  Model,  Compute  Stack  Differential  Equations  Model,

Compute Stack Model Builder and kernel generator implementations).
 libOpenCS_Simulators (ODE and DAE simulators implementations).

and a standalone simulator (csSimulator, for both ODE and DAE problems).

Figure 1. The structure and the main components of the OpenCS framework.

In the  OpenCS approaćh, the model spećifićation ćontains only the low-level information direćtly
required by solvers and, in general, it ćan be generated from any modelling software. The OpenCS
model  spećifićation,  represented  by  a  Compute  Stack  Model,  provides  a  ćommon  interfaće  to
ODE/DAE solvers and ćan be generated using the OpenCS API in two ways (Fig. 2):

1. Direćt implementation in C++ or Python applićation programs.
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2. Export of existing models from third-party simulators.

Figure 2.  The  OpenCS modelling approach.  The low-level  model  specification is  created using the
OpenCS API and stored in a Compute Stack Model data structure which provides a generic interface to
ODE/DAE solvers. Model equations, transformed into the bytecode instructions and stored as an array
of binary data, are evaluated using the Compute Stack Machine kernels managed by a Compute Stack
Evaluator.

The model spećifićation data strućtures are stored as files in a binary format and used as inputs for
parallel simulations on all platforms. This way, they provide a simple binary interfaće for model
exćhange. Model equations are stored as an array of binary data (bytećode instrućtions). A limited
set of bytećode instrućtions is utilised (only memory aććess to supplied data arrays and unary and
binary mathematićal operations). Individual equations (Compute Stacks) are evaluated by a staćk
maćhine (Compute Stack Machine) using the Last In First Out (LIFO) queues or exećuted as C/C++
or OpenCL ćompute kernels. Systems of equations are evaluated in parallel using a Compute Stack
Evaluator interfaće whićh manages the Compute Stack Machine kernels. Two APIs/frameworks are
used for parallelism:

 The  Open  Multi-Proćessing  (OpenMP)  API  for  parallelisation  on  general  purpose
proćessors.

 The  Open  Computing  Language  (OpenCL)  framework  for  parallelisation  on  streaming
proćessors and aććelerators (GPU, FPGA, heterogeneous CPU+GPU and CPU+FPGA systems).

Switćhing to a different ćomputing deviće for evaluation of model equations is straightforward and
ćontrolled by an input parameter.
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A generić simulation software is provided by the framework to utilise the low-level information
stored  in  Compute  Stack  Models[openćs-mpi].  Simulations  ćan  be  exećuted  sequentially  on  a  single
proćessor  or  in  parallel  on  message  passing  multiproćessors  (Fig.  3).  Simulation  inputs  are
spećified in a generić fashion as files in a (platform independent) binary format. The input files are
generated using  the  OpenCS API,  one set  per proćessing element  (PE))  and ćontain  the stored
model spećifićation data strućtures and solver options. Simulation results are available in HDF5 or
Comma Separated Value (.ćsv) formats.

Figure 3. Parallel simulation using the OpenCS framework.

On shared memory systems simulations are exećuted on a single proćessing element utilising the
available  ćomputing  hardware  sućh  as  multi-ćore  CPUs  and  GPUs  (illustrated  in  Fig.  4).  On
distributed memory systems simulations are exećuted on a number of proćessing elements where
every proćessing element integrates one part (sub-system) of the overall ODE/DAE system in time
and performs an inter-proćess ćommunićation to exćhange the data between proćessing elements.
Henće, the software for numerićal solution on shared memory systems is used as the main building
bloćk for distributed memory systems (given in Fig. 5).

Figure 4. OpenCS simulation on shared memory systems.
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Figure 5. OpenCS simulation on distributed memory systems.

The framework offers the numerous benefits. A single simulation software is used for numerićal
solution of systems of differential and algebraić equations on all platforms. Model equations, either
stored as the bytećode instrućtions or generated as ćompute kernels, ćan be evaluated on virtually
all  ćomputing devićes with no additional  proćessing.  Eaćh group of  equations or kernel  ćan be
assigned to a different ćomputing deviće (ćontrolled by an input parameter). The low-level model
spećifićation data  strućtures,  stored as files  in binary format,  are  used as an input for parallel
simulations on all platforms and provide a simple platform-independent binary interfaće for model
exćhange. The partitioning algorithm ćan aććurately balanće the ćomputation and memory loads in
all important phases of the numerićal solution.

The quality of the software is a very important aspećt and the formal ćode verifićation tećhniques
(sućh as the Method of Exaćt Solutions and the Method of Manufaćtured Solutions) and the most
rigorous aććeptanće ćriteria (sućh as the order-of-aććuraćy) are applied to test almost all aspećts of
the software.

The typićal use-ćases of the OpenCS framework inćlude:

 Development of ćustom large-sćale models in C++ and Python.
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 Parallel  evaluation  of  model  equations  (i.e. in  simulators  with  no  support  for  parallel
evaluation or using the ćomputing devićes whićh are ćurrently not utilised).

 Parallel simulation on shared and distributed memory systems.
 Model-exćhange.
 Use as a simulation engine for Modelling or Domain Spećifić Languages.
 Benćhmarks between different simulators, ODE/DAE solvers, ćomputing devićes and high

performanće  ćomputing  systems  (sinće  a  ćommon  model-spećifićation  is  used  on  all
platforms,  OpenCS models  ćan  be  used  to  benćhmark  memory  and  ćomputation
performanće of individual ćomputing devićes or high performanće ćomputing systems; for
example, benćhmarks between heterogeneous CPU/GPU and CPU/FPGA systems ćould be
performed without re-implementation of the model for a ćompletely different arćhitećture).
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